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1. INTRODUCTION

This paper is concerned with the following general lacunary inter
polation problem:

PROBLEM 1.1. Let

(1.1 )

and suppose I = (v 1 , ... , vp) is a vector of integers with 0::;;; VI < .,. < vp'
Suppose U?}j':: U~ 1 are given real numbers. Find a function f defined on
[X1,Xn+I] such that

j = 1,..., p and i = 1,..., n + 1. (1.2)

Special lacunary interpolation problems of this type have been studied
by a number of authors over the past 25 years. The subject was of par
ticular interest to the Hungarian group led by Turan (see [1, 13]). Their
work concentrated on the use of polynomials to solve the (0, i) inter
polation problem, mostly with i = 2. In the 1970s and 1980s several papers
appeared [2,8-11, 14-15] in which the (0,2) problem was solved using
polynomial splines.

Recently the first-named author has developed special piecewise
polynomial methods for solving (0, 2), (0, 2, 3), and (0, 2, 4) problems; see
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[3-7]. The present paper is an outgrowth of this work. In particular, we
show that the approach can be used to define constructive methods for
solving the general lacunary interpolation problem, and that for typical
smooth classes of functions, the methods deliver optimal-order
approximations.

The paper is organized as follows. In section 2 we discuss the basic
method in the case vI = O. Section 3 is devoted to an error analysis, while in
Section 4 the choice of certain required quadrature formulae is discussed.
Section 5 deals with the general problem with 0:( VI < ... < vp ' In Section
6 we present examples. Finally, we conclude the paper with remarks and
references.

2. THE BASIC METHOD

(2.1 )
:= [Xn_l, x n )

:= [x n , x n + I ],

In this section we concentrate on the case vI = O. The general lacunary
interpolation problem will be treated in Section 5. Following [3-7], we
intend to use piecewise polynomials. In particular, let m be a positive
integer with m> vp' Let

1

SI(X),

s(x) = .
Sn_I(X),

Sn(X ),

where
m-I k( )k

.( )= " Si X-Xi
S, X L. k' '

k~O •

i= 1,..., n. (2.2)

We now discuss how to select the coefficients {sn so that s interpolates
the data. Since S is a piecewise polynomial whose derivatives from the left
and right at a knot Xi may not agree, we cannot enforce the interpolation
conditions directly in the form (1.2). Instead, at each interior knot Xi'

2:( i:( n, we require that both polynomial pieces Si-I and Si interpolate the
data at this knot. We are led to replace (1.2) by

Dis(X;) = f?,
DVj s(x.) =f~j

R I I'

j= 1, ,p and i= 2, , n + 1,

j= 1, ,p and i= 1, , n,

(2.3 )

(2.4)

where DL and DR denote the left and right derivatives, respectively.
Equations (2.3 )-(2.4) are equivalent to

j= 1, ,p,

j= 1, ,p,

(2.5)

(2.6)
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for i = 1,..., n. For each 1~ i ~ n, this is a set of 2p equations to be satisfied
by the mth order polynomial Sj' In order to solve these equations, we
assume from now on that m ~ 2p.

We now discuss the problem of solving Eqs. (2.5)-(2.6). To this end it is
convenient to introduce some additional notation. Let / = { V1 < ... < vp},
J= {v p + 1 < ... <v2p } and K= {V 2P + 1 < ... <vm } be such that

M:= {O, 1,..., m-l} =/uJuK. (2.7)

We do not assume that / < J < K (i.e., Vm may be smaller than vp , for exam
ple ).

Fix 1~ i ~ n. In view of (2.2), in orderfor Sj to satisfy (2.6) we must have

S~j =f~j
I I'

We have determined {S;}VE{'
To satisfy (2.5), we must have

j= 1,...,p. (2.8)

j= 1, ...,p, (2.9)

where h j = X j + 1 - Xj' This is a system of p equations in the m - p unknowns
{S~}.EJuK' If m>2p (i.e., K#0), we may choose m-2p of these coef
ficients (say {s~}. E K) arbitrarily. We elect to compute these coefficients by
certain quadrature formulae. In particular, for each vE K, we set

n+ 1 p

SV = '" '" r:xv,q fv q
I ~ ~ l,jJ IJ.'

1'= 1 q~ 1

(2.10)

where the r:x's are prescribed real numbers. We say more about the selection
of these quadrature rules in Section 4.

Having chosen {S~}.E1UK' it remains to find {S~}.EJ' To this end we go
back to Eq. (2.9), which can now be regarded as a system of p equations in
p unknowns. We may write this system in the form

(2.11 )



410 FAWZY AND SCHUMAKER

where A i is the p x p matrix with entries

=0, otherwise.

The following theorem shows that Ai is nonsingular if and only if

c= 1,... ,p. (2.12)

In addition, Ai is upper triangular provided

c=2,...,p. (2.13 )

THEOREM 2.1. The matrix Ai is nonsingular if and only if condition (2.12)
holds.

Proof Clearly A i is the minor

w-( v,+I, ,vp +l )
vp + 1 + 1, , v2p + 1

of the matrix

(2.14 )

evaluated at x = hi' We now show that (writing D for the determinant
of W)

DC" ,...,ip
) >- °. . ~,

"""]p
(2.15)

and all p > 0, and that moreover, strict positivity holds if and only if

v= 1, ...,p. (2.16 )

This result is an extension of the fact that the powers {I, x, ..., x m
-, }

form an order-complete extended Tchebycheff (OCET) system (cf.
Theorem 3.7 of [12]).

First we show that if (2.16) fails, then the minor in (2.15) is zero. Sup
pose iv> iv for some 1~ v~p. Then this minor has zeros in the lower left
rectangle in rows v, ..., p and columns 1,..., v. This in turn implies that the
first v columns are linearly dependent, and hence the determinant is zero.
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Now to establish that strict positivity holds in (2.15) under condition
(2.16), we proceed in three steps. Since

C''···' i+P-1) G 1, ...,p )D =D >0
·,...,j+p-1 ·-i+1,...,j+p-i

for all p and all 1~ i ~j ~ m - p + 1 by the OCET property, we have
established the result when there are no gaps in the sequences i 1 , ... , ip and

}1,''''}P'
We now proceed by induction on the number of gaps in the sequence of

ts. Suppose 1~ i 1 < ... < ip ~ m has g gaps and that (2.16) holds. Let fl be
the first missing index, and let q be such that iq _ 1 ~ fl < iq . Then (2.16)
implies

iq_ 1<j+q-2

iq ~j+ q-1
and so

iq_l~}+q-3

fl~} + q-2

iq~j+q-l

(2.17)

Now by a well-known matrix identity (cf. Remark 3.2 of [12]),

D(. i1:...,ip )D(~2, ,.ip-l>fl)
V, ... ,J+p-l V, ,J+p-2

=D(~I>·.. ,.ip-l'fl)D(. i2:".,ip )
V, ...,J+p-1 j, ...,j+p-2

-D( i2,...,ip,fl) (i1, ...,ip_ 1 )
" 1 D .. 2'j, ...,j + p - j, ...,j +p-

The determinant of interest is the first on the left. All other determinants
correspond to minors of size p - 1 or to i sequences with one less gap g - 1.
By (2.17) and the inductive hypothesis that the result holds for p - 1 and
for p with g - 1 gaps, we get positivity for p and g gaps.

To complete the proof, we have to allow gaps into the} sequence. This
we do by induction on the number of gaps g in the sequence
1~jl < ... <}p ~ m, using the same kind of argument as above. I
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We may summarize the discussion in this section in the following
algorithm to compute a spline (2.1) solving the interpolation conditions
(2.3)-(2.4).

ALGORITHM 2.2. Suppose I, J, and K are such that (2.12) holds.

For i= 1, n

(1) For j= 1 step 1 until p

(2) For j = 2p + 1 step 1 until m

n+ 1 P

S? = L L (X;:,~q f~q.
1'= 1 q~ 1

(3) Solve (2.11) for S?+I, ..., s?p.

Discussion. The exact nature of this algorithm depends on the choice of
I, J, K, and the quadrature coefficients {a?~q}. We say more about the
choice of a's in Section 4. If m = 2p, then step (2) can be eliminated
altogether. Moreover, if J and K can be chosen so that both (2.12) and
(2.13) hold, then step (3) can be accomplished by back substitution, and
no linear system solver is needed. In this case step (3) can be written as

(3)' For j= p step -1 until 1

3. ERROR BOUNDS

In this section we investigate how well the lacunary interpolation method
of Section 2 performs in approximating smooth functions. In particular, we
suppose that the data are given by

f? = DVj f(xJ, j= 1,...,p and i= 1,..., n + 1, (3.1 )

where f is a smooth function. Then if s is our interpolating spline, we are
interested in bounds on f - s and its derivatives.

Our results here will deal with functions f taken from C" - 1 [x 1 , X n + ,] or

L;[xl , x n + I] = {IE C"-I[x1, X n + 1]:f(")E Lp[x" X n + ,]} (3.2)
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We shall measure1- s using the usual q-norms. When it comes to measur
ing the derivatives we have to adopt the usual convention for dealing with
functions (such as s) which are only piecewise smooth: we define

(3.3 )

The basis for our error analysis will be the usual Taylor expansion. Fix
vp < a ~ m. IfIE C" - 1[x i' Xi + 1]' then for x i ~ X ~ Xi + 1 .

where I}=j<k)(x;),k=O, ...,a-2 and X;~~id~X. By (2.2), for
Xi~X<Xi+l'

Thus

m- 1 k( )k- d
(d)( ) = " Si X - Xi

S x /::d (k - d)! .
(3.5)

where hi = X;+ 1 - x;.
We intend to estimate (3.6) in terms of the modulus of continuity of

j<"-Il. The second term in (3.6) can be bounded directly in terms of
w(j<" - 1l; h). Clearly, the size of the first sum will depend on how accurate
our estimates s} for I} are. These will in turn depend on the accuracy of the
quadrature formulae used in step (2) of Algorithm 2.2.

Suppose now that the ex's in the quadrature formula are chosen so that
for each 1~ i ~ n, and any IE C"-I[X h Xn + I],

Ch"- Vj-I W(j(,,-l); h) ~ II? - s?!,

~ Is?!,

ifO~vi~a-1

ifa~vj~m-l (3.7)

for j = 2p + 1,..., m, where C is a constant independent of I and
h=max1,,;;,,;nh;. In Section 4 below we show how to construct quadrature
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formulae yielding this order of approximation. The hypothesis (3.7) takes
care of the vth derivatives for vE K. The following lemma deals with the
remaining derivatives (v E I u J).

LEMMA 3.1. Suppose Algorithm 2.2 is designed so that (3.7) holds. Then
for anyfECU-l[Xl,Xn+l] with vp<a~m,

Chu-V-1w(j(u-l); h) ~ If~ - s~ I,

~ Is~l,

i = 1,..., n, where C is a constant.

ifO~v~a-l

ifa~v~m-l, (3.8)

Proof The estimate (3.8) is trivial for v E I as f~ = s~ and v~ a-I for
these v. The assumption (3.7) takes care of VEK. It remains to deal with
vE J. We make use of Eg. (2.11). First we note that using (3.4) with
x = Xi + hi, the jth component of the right-hand side of (2.11) becomes

. u-2 (fk_sk)hk-Vj fU-l(~.)hU-I-Vi

r.l.·= L ' , '+ "
,. k~vJ (k-v j )! (a-l-vJ!

ki}

m-l Sk hk- VjL i i

k~u-l (k-vj )!·
k¢'J

(3.9)

Now fix 1~l~p. We establish (3.8) for v=v I + p . By Cramer's rule,

V/+P_ DI(i')
Si - D ' (3.10)

where D = det Ai, r= (rf ,..., rf)T, and DI(f) denotes the determinant of the
matrix Ai with its lth column replaced by r. By the multi-linear nature of
determinants, for general g= (g1, ... , gp)

(3.11)

where the "cofactors" Clj= O(h;rvp+t). Expanding (3.10) out using (3.11),
we obtain

(3.12 )
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We investigate the size of each of these four major terms. Using (3.7), we
see that

addingby

where w = w(f(a-l); h). Similarly, the terms in the fourth sum (except
for k = a-I) can be estimated in the same way. If a-I ¢ J, we may
treat the term k = a-I by adding and subtracting
If~, Cu/f-'hr- Vj -'/(a-vj -l)!. In this case we can now combine this
expression with the second term to get O(ha

- 1 - Vp+IW ). Suppose now
a-I E J. We now consider three cases.

Case 1. O::::;v,+p<a-1. In this case, it is easy to see that all terms in
the third sum are zero except for k = v'+P (indeed D, will contain two iden
tical columns). The remaining term becomes

P jkhk - vj

L Cu(k-':'),=nl
+

P
•

i~ 1 Vi .

Since the second term can be estimated
- If~, Cufr - , hr - , - Vj / (a - 1- vi) ! =°and using

we end up with

Case 2. v, + P= a-I. In this case we add and subtract fr -, and get the
same estimate.

Case 3. a - I < v'+P' Here we need only estimate the second term as in
Case 1 to obtain

This completes the proof. I
We are ready for the main theorem of this section.

THEOREM 3.2. Suppose Algorithm 2.2 is designed so that (3.7) holds. Let
vp<a::::;m, and let h=max'';i.;n(Xi+,-xJ, Then for every
fE Ca-'[x l , X n +I], and every 0::::; d::::; a-I,

C*ha-d-'w(f(a- I); h) ~ IIDd(f- s)11 00'

~ IID d sll 00'

ifO::::;d::::;a-l

ifa::::;d::::;m-l, (3.13)

where C* is a constant.
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Proof Substituting (3.8) in (3.6), we obtain

for x i ~ X< Xi + l' The result follows. I
To establish a similar result for functions in the class L;[xI' X n + 1], sup

pose now that the IX'S in the quadrature formulae defining Algorithm 2.2
are chosen so that

Cha~vr lip II f(a)11 >-1 fVi - sVi!
Lp[JiJ 7 I I' if O~vj~O"-1

if O"~vj~m-l, (3.15)

for j = 2p + 1,..., m, where C is a constant independent of f, and J i is an
interval containing Xi'

We have the following analog of Lemma 3.1.

LEMMA 3.3. Suppose Algorithm 2.2 is designed so that (3.15) holds. Then
for anyfEL;[XI'xn+l] with vp~O"~m,

C*ha-v-Ilp Ilf(a)11 >-Ifv-svi
Lp[J,J 7 I I' ifO~v~O"-1

ifO"~v~m-l, (3.16)

i= 1,..., n, where C* is a constant and Ji is the interval in (3.15).

Proof SincefEL;[xl,xn+l] impliesfECa-l[xI,xn+l] we may use
the proof of Lemma 3.1 along with

If(a-I)(X;) - f(a-I)(1]i.2p)! ~r If(a)(t)1 dt ~ II f(a) II Lp[Xi,Xi+1J hI - lip. I
'1t,2p

We now give the analog of Theorem 3.2 for L; functions.

THEOREM 3.4. Suppose Algorithm 2.2 is designed so that (3.15) holds.
Let vp~O"~m and let h=maxhi<;;n(xi+l-x;). Let 1~p~q~ 00. Thenfor
every fE L;[x l , Xn+I] and every 0 ~ d~ 0" - 1,

C*ha-d-Ilp + Ilqw(j(a); h)p ~ IIDd(j- s)lI q,

~ IIDdsll q,

ifO~d~O"-1

ifO"~d~m-1. (3.17 )

Proof The second term in (3.6) can be treated in the same way as the
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similar expression was in the proof of Lemma 3.3. Then using (3.16) in
(3.6) just as in the proof of Theorem 3.2, we get

(3.18)

for Xi~X~Xi+l' where Ii is as in (3.15). Now taking the qth power and
integrating over [Xi,Xi+1 ], we get

r+lIDd(j-S)(xWdx~cqhq(lT-d-l/P)+lllf(lT)IILp[Ji)'
Xi

Summing over i = 1,..., n and taking the qth root, we obtain

(

n )l/q
IIDd(f-s)11 :;;::ChlT-d-l/p+l/q "llf(lT)llq. .Lq[Xl.Xn+l) '" L.. Lp[J,)

i= 1

Using Jensen's inequality (see [12, p. 205]),

Ctl II f(lT) II Lp[Ji)y/q ~Ctl Ilf(lT)ll~p[Ji)Y/P ~L IlplT)IILp[XJ,Xn+l)'

We conclude that

(3.19)

(3.20)

The quantity II f(lT)11 on the right-hand side of (3.20) can be replaced by
w(j(lT); h) by using the K-functional in exactly the same way as in the proof
of Theorem 6.25 in [12]. I

4. CHOICE OF QUADRATURE FORMULAE

Our aim in this section is to show how to construct quadrature formulae
for estimating derivatives of smooth functions which yield error bounds of
the type (3.7). We begin by considering the following problem.

PROBLEM 4.1. Let XI < ... <Xn+I' Let 1~i~n+ 1, and suppose m
and v < m are positive integers. Find {aJ'i+ I such that the quadrature for
mula

satisfies

n+l

Qf= I ajf(xj )
j~1

(4.1 )

(4.2)
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(4.3 )

ifjECa-I[Xj,Xn+l] and 1::::;(T::::;v. Here h=maxl";;i,,;;n(Xi+I-XJ, and C
should be a constant, independent of f, (T, and h.

Since wu(a-l); h) = 0 if j is a polynomial of degree (T - 1, in order for
(4.2) to hold in the extreme case (T = m, we must have

whenever j is a polynomial of degree m - 1. (4.4 )

This is a set of m conditions. Thus it is natural to try to find Qfin the form
(4.1), but with only m non-zero coefficients. Since Qf is to approximate j(Y)
at Xi' it is also reasonable to make Qf involve values of j at points as close
to Xi as possible.

The above considerations suggest that we try to solve Problem 4.1 by
taking

li+ m - 1

Qf= L rJ.J(x j ),

j~ Ii

where {rJ.j } satisfy the linear system

(4.5)

li+ m-· 1

L rJ.jrPk(X;) = rPiY)(xJ,
j=li

k= 1,..., m, (4.6)

with {rPj,..., rPm} = {l, (X - X;), ..., (X - x;)m - 1 }, and where

I; = min{j: 1 ::::;j::::;n-m+2 andj?'i-mj2}. (4.7)

The choice of l; as in (4.7) assures that the sample points in (4.5) are as
close to centered about Xi as possible.

The system (4.6) can be written in the form

BrJ.=r, (4.8 )

where rJ. = (rJ. li '"'' ex li +m- dT, r = v! ey , eV' is an m-vector with all zero entries
except for a 1 in the vth position, and where B is the m x m matrix with
B rc = (X li +

C
- 1- xJr-l.

Clearly B is a van der Monde matrix, and hence is non-singular. Thus,
the coefficients ex are uniquely determined. We can now give an error
bound for the resulting quadrature formula.

THEOREM 4.2. Given Xl < ... <Xn + l and positive integers i, v, m with
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1:S: i:S:n + 1, 0 < v < m, let Ii be as in (4.7) and let 0( = (0(/;' ...' O(/;+m_ dT be
the solution of (4.8). Then the quadrature formula

I;+m-l
Qf= L O(jf(xj)

1= I;

satisfies (4.2) and (4.3).

Proof By Cramer's rule, for each 1 :S: c :S: m,

_ _ e+ v ,det Be
0(/+ e - ( 1) v. d ', et B

(4.9)

(4.10)

where Be is the m - 1 x m - 1 matrix obtained from B by deleting the vth
row and cth column. Now by the multilinear nature of the determinants

det Be = C 1 hm(m - 1 )/2 - v

det B = C
2
hm (m - 1)/2.

We conclude that 10(/;+c- 1 I :S: C3h -v, c = 1,..., m, and thus

IIQII= s~~ 1I1%~ :S:e~110(/;+e-ll:S:C4h-\'. (4.11)
IE C{'CJ,XfI + 1]

By an extension of a result of Whitney (d. Lemma 4.4 below), there
exists a constant Cs depending only on m such that if f E Co- - 1 [x 1, X n + 1]

with 1 :S: (J :S: m, then there exists a polynomial PI of degree m - 1 with

Csho--j-1w(j(o--I); h) ~ II IY(j - Pl)ll,

~ IIIYPIII,

j = 0, 1,... , (J - 1

j= (J, ••• , m-1.
(4.12 )

Now let v:S: (J - 1 :S: m - 1 and suppose fE co-- 1
[XI> x n + I]. Then

The second term is zero since Q is exact for polynomials of degree m - 1.
Using (4.11) and (4.12), we get

Ipv)(xJ-QfI:S: Ilf(V)-pj") II + IIQllllf-PIII
:S: C

6
ho-- v - 1w(j(o--I); h).

We have established (4.2).
Finally suppose 1 :S: (J :S: v and f E Co- - I [x I> X n + 1 ]. Then
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As before the second term is zero, and combining (4.11) and (4.12) yields
(4.3). I

Our next theorem gives error bounds for the quadrature formula Q in
(4.9) for functions in the Sobolev space L;[x

"
X n + I].

THEOREM 4.3. Let 1~p ~ 00, and let Qf be the quadrature formula of
Theorem 4.2 for approximating f(v)(x;). Then for all fEL;[x" Xn+I], Q
satisfies

and

ifv<a~m (4.13 )

ifl ~a~v. (4.14)

Here C is a constant independent off, a, and h, and w(· )p is the Lp-modulus
of continuity (see [12]).

Proof The proof proceeds exactly as in Theorem 4.2 but using the fact
(cf. Lemma 4.4 below) that there exists a constant C1 depending only on m
and p such that if f E L;[xI' X n + I] with 1~ a ~ m, then there exists a
polynomial Pf of degree m with

C1 hu-,/p-Jw(f(u); h)p ~ II Di(f- pf)11 00'

~ IlDihll 00'

j= 0, , (J-l

j = a, , m - 1.
(4.15 )

I

LEMMA 4.4. Let 1~ (J ~ m and a < b. Then there exists a constant C1

(depending only on m) such that for all fECU-'[a,b], there exists a
polynomial Pf of degree m - 1 with

C,hU-J-'w(f(U-'); h) ~ IIDi(f- pf)ll,

~ IIDipfll,

O~j~a-I

a~j~m-l,

(4.16)

where h = Ib - al. Moreover, given 1~p ~ 00, there exists a constant C2

(depending only on m and p) such that for all fEL;[a, b], there exists a
polynomial Pf of degree m - 1 with

C hu- J+ '/q-,/pw(f(u), h) >-IIDi(f-p- )11
2 , Lp[a,bJ"'" f q'

~ IIDiPfllq,

O~j~a-I

a~j~m-l,

(4.17)

for all 1~ q ~ 00.

Proof This result is an extension of Theorems 3.19 and 3.20 in [12]. It
will suffice to sketch the changes needed in the proofs presented there. We
consider only p = 00. The case 1~p < 00 is similar.
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(4.19 )

Following the proofs of Theorems 2.66, 3.18, and 3.19, let
g =j(u- I) E C[a, b]. Applying the Whitney extension theorem let g be the
extension to C[a, 2b - aJ with w(g; t) ~ Cw(g; t). Now associated with g,
let g be the Steklov average of g of order m - a + 1 with
Jig-gil ~Cwm_tr+I(g;h). Then it is easy to see that Ilffgll ~
Ch-(m-U+I)Wm_u+l(gU-m+U-I);h) for j=O,...,m-a+1. Now the
polynomial

m-U g(J)(a)(x-aY
q(x) = L 'r (4.18)

j~O J.

satisfies Ilg- qll ~ CWm_tr+ I(g; h) and Ilffqll ~ Cwm_ u+ l(gU-m+tr-l); h),
j = 0,..., m - a + 1. Applying an inequality on moduli of smoothness (cr.
(2.119) of [12J), we get Ilffqll ~ WCw(g; h),j = 0,..., m - a. Now let

_ u-2 jU)(a)(x - aY fb (x - a):-2 q(y) dy

p)x)- j~O j! + a (a-2)! .

Clearly PI is a polynomial of degree m - 1 with Du-IpI= q and
py)(a)=j<j)(a), j=0, ...,a-2. Then it follows that Ilff(j-PI)II~

hu- j - I IIDu-1(j-Pr)11 = hu- j - I Ilg-qll ~ ChU- j - 1 w(g;h) = Chu- j - 1

w(j(u- I); h), for j = 0, 1,..., a - 1. This is the first part of (4.16).
For the second part of (4.16), let a ~j ~ m - 1. Then

Now by the Markov inequality (cr. Theorem 3.3 of [12J),

IIDj-tr+ Iq II ~hu-j-I Ilqll ~ Chu-j-Iw(g; h) = Chu-j-1w(j(u-I); h).

This completes the proof. I
We conclude this section with a simple but useful observation. Suppose

Q is a quadrature formula for estimating g(v - Jl)(x;) of the form

n+1

Qg= L ctiXj)
j=1

Chu- v-I w(g(U-Jl-I); h) ~ Ig(v-Jl)(x;) - Qgl,

~IQgl,

Then the quadrature formula
n+ I

Qf= L ctJ(Jll{xj )
j~1

640/48/4·7

ifv-l1~a-l

if a ~ v -11.

(4.20)

(4.21 )

(4.22)
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can be used to estimatej(V)(xJ Moreover, taking g=j(/-I) in (4.20)-(4.21),
we see that if j E C" - I [x I' X n + I], then Qf satisfies properties (4.2H 4.3).

5. THE CASE VI> 0

So far in this paper we have concentrated our attention on the lacunary
interpolation Problem 1.1 defined by 1= (v I, ..., Vp) with v I = O. In this sec
tion we consider the case where vI > O.

We begin by observing that when VI> 0, if Problem 1.1 has a solution,
then it will have a whole vI-parameter family of solutions. Indeed, if s
satisfies the interpolation conditions (1.2), then so does s +p, where p is
any polynomial of degree VI - 1. To fix p, it is natural to add VI conditions
to the original interpolation conditions.

THEOREM 5.1. Let ,1, I, and U?}j: t/= I be as in Problem 1.1. In
addition, let un~l=~J be given real numbers. Let m > vp , and let

s(x) = (5.1 )

be the (m - VI )th order piecewise polynomial produced by Algorithm 2.2 and
solving the interpolation problem

Let

j = 1,... , p and i = 2,... , n + 1

j = 1,..., p and i = 1,..., n.
(5.2)

where

(5.3 )

k=O, ..., v l -l

k= VI'"'' m-l
(5.4 )
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k = 0,..., VI - 1.

Then S is a piecewise polynomial of order m which solves Problem 1.1, and
which satisfies the initial conditions

v = 0,..., VI - I. (5.5 )

Proof Clearly S satisfies (5.5), and S(vil = s. It follows immediately that
for all i,

and j= I, ...,p.

Thus by (5.2), S solves Problem 1.1. I

6. EXAMPLES

In this section we give several examples to illustrate the simplicity of the
method. We consider solving the (0,2) interpolation problem with
L1 = {(i-I )/n }7';; / using piecewise polynomials of degree 4. In this case
1= (0, 2). There are three possibilities for the choice of the set K of
derivatives to be estimated by a quadrature rule-we may take K to be
{1}, {3}, or {4}. This leads to three different algorithms which we discuss
in Examples 6.1-6.3 below.

EXAMPLE 6.1 (K = {4 }). To describe the algorithm it suffices to give the
quadrature formulae for estimating the values {s;}7 + 1. Let

s; = (II - 412 + 6f3 - 4f4 + fs)/h 4,

s; = (/;_ 2 - 41i-l + 6fi - 41i+ 1 +fi+2)/h 4,

s; = (In-3 -4fn-2 +6fn-l - 4fn +fn+ d/h
4
,

i= 1, 2

i = 3,... , n - 1 (6.1 )

i= n.

Discussion. In choosing these quadrature formulae, we have chosen Ii as
in (4.7) and determined the coefficients by solving the systems (4.6). The
method gives up to order O(h4

) accuracy. This accuracy is achieved when
fEL~[O, I]. I

EXAMPLE 6.2 (K = {3}). Let

s~ = (- 3fi + 4n - fD/2h

s; = (17+ 1 - f7-1 )/2h, i= 2, ..., n
(6.2)
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Discussion. In this example we have elected to estimate the third
derivatives by using the data on the second derivatives, rather than the
function values I? ,...,f~ + I themselves. By using the second derivatives we
have simpler quadrature formulae involving only three data points instead
of five. Even more local formulae could be constructed by using both the I?
and I?'s. This method gives accuracy up to order O(h4

). I

EXAMPLE 6.3. (K = {I}). Let

sl = ( - 25/1 + 48/2 - 36/3 + 16/4 - 3/s)/12h

s1 = (- 3/1 - 10/2 + 18/3 - 614 +Is)/12h

sf = (/;-2 - 8/;_1 + 8/;+ 1-/;+2)/12h, i= 3,..., n-1

s~ = (fn- 3 - 61n-2 + 18/n_1 -lOin - 31n+ 1)/12h (6.3)

Discussion. As in Examples 6.1 and 6.2, this method gives up to order
accuracy O(h4

). In contrast with Example 6.2, here we must use the
function values as we cannot estimate first derivatives in terms of second
derivatives. I

7. REMARKS

1. The methods proposed here produce piecewise polynomials of order
m with global smoothness CI[X I , X n + l ]. In addition, by the construction
the derivatives from left and right of orders V 2 , ... , vp have been forced to
match at each Xi' i = 2,..., n. The solutions are examples of g-splines
(cf. [12J).

2. If it is desired to solve the lacunary interpolation problem with a
function s which has more global smoothness, we can proceed as follows.
Suppose we want SECP[Xj,Xn + l ] with P>v I . Then given
1= {VI < <vp }, let 1= {VI < .. , <vp } be chosen such that 1 contains
VI' VI + 1, , p. Now if we solve the lacunary interpolation problem
corresponding to 1where the missing data is supplied by using quadrature
formulae, then the resulting g-spline solution swill belong to cP[x I, X n + I]
and will also solve the original lacunary interpolation problem.

3. The methods proposed here are completely local as compared with
polynomial and spline methods where all parameters must be determined
at once by solving one large linear system of equations. Another advantage
of our g-spline methods as compared to the usual spline methods (cr.
[2, 8-10, 14, 15]) is that here there is no need to specify some kind of end
conditions.
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4. In Theorems 3.2 and 3.4 we have given error bounds which hold on
the entire interval [x I' X n + I]. Since our methods are local, it is also
possible to give local error bounds valid on the individual intervals
[X"X i +1J,i=1,...,n. Typically, to get an error bound on [X"X'+IJ we
would assume I is smooth on a slightly larger interval [XI"~ X r,] which
includes all the points involved in the quadrature formulae used at Xi'

5. Using piecewise polynomials of order m, it is well known that there is
a saturation phenomenon (cf. [12]) which prevents getting better than
O(hm

) approximation power (except for a small saturation class), no mat
ter how smooth the function I being approximated may be. The methods
constructed here achieve this optimal approximation power.

6. The present paper extends the work of Fawzy [3-7J in several ways.
Here we give a general construction which works for all lacunary inter
polation problems and all orders m, we allow arbitrarily spaced
x 1>'''' Xn + I' and we give error bounds for all smoothness classes CIT - 1 and
L; instead of just cm.

7. Using Taylor expansion methods (cf. [3-7]) it is possible to get
explicit constants in the error bounds for explicit methods.

8. The techniques introduced here could also be used to solve more
general lacunary interpolation problems where the data being specified
vary from point to point; i.e., we would choose Ii = { v~ < ... < v~;} for
i = 1,..., n + 1.

9. In Section 4 we have examined quadrature formulae of the form
Qf=r.;: l rJ.jI(xJ It would also be possible to design quadrature formulae
using a mixture of values of I and its derivatives I(V2 - Vd, ...,j(Vp - vd.

Although the design of such formulae is more complicated, they would
have the advantage of being more local; i.e., our estimate ofpV)(xJ would
require data at points closer to Xi'

10. The method described here is easily programmed. We have tested a
FORTRAN package extensively at Texas A & M. For some numerical
results on a typical test problem, see [7].

11. It is not hard to show that the lacunary spline methods discussed
here are stable in the sense that if the data are perturbed by a small
amount, then the spline also varies only by a small amount (cf. [14]) for
precise statements of such stability assertions.
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